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Abstract

The granularity of distributed computing is limited by communication time: there is no point in farming out smaller and smaller tasks if the communication overhead dominates the decrease in processing time due to the added parallelism. In this work, we leverage the low communication latency of a new NIC/CPU hardware design, the nanoPU, to explore a new extreme of granularity in distributed computation, where a problem is partitioned into tens of thousands of nanosecond-scale tasks.

To evaluate the feasibility and practicality of extremely fine-grained computing, we built NanoSort, a distributed sorting algorithm running on the nanoPU. Using cycle-accurate FireSim simulations of 65,536 nanoPU cores, we show that NanoSort can sort 1M keys in 68µs, an order of magnitude faster than MilliSort, the current state-of-the-art.

1 Introduction

There are two main ways to speed-up compute workloads: use beefier CPUs with higher clock speeds; or split the workload into smaller, finer-grained pieces that run in parallel.

With the slowing of Dennard scaling, clock speed is not increasing as fast as it once did, the general trend is towards increased parallelism. Over the past twenty years, we have seen parallelism increase with multicore CPUs, from dual-core, to quad core, to 64-core CPUs. It is not uncommon to see a single server with hundreds of cores (e.g., 224 cores per server [30]). To further increase parallelism, workloads frequently expand beyond a single server, to racks of servers connected by high-speed networks. As we add more cores, however, the cost of inter-core communication increases: from $O(ns)$ within the same CPU, to $O(10ns)$ between CPUs on the same server, and to $O(10µs)$ across the network.

As Gene Amdahl said in 1967 “the overall performance improvement gained by optimizing a single part of a system is limited by the fraction of time that the improved part is actually used” [3]. In our context, as we break the overall workload into smaller and smaller compute tasks to be processed in parallel, we eventually run into the overhead cost of communication between the cores. If we make the tasks too small, the completion time is dominated by the communication time between CPU cores. Ultimately, if we break the job into tiny tasks, farmed out to a huge number of CPU cores, the completion time will be dominated by the communication time. The communication time limits the degree of parallelism.

We have seen this trend with one of the most executed [23, 42] and studied [1, 6, 42] workloads in computer science1: sorting. Initially, the biggest speedups were achieved by scaling up to beefier CPUs. Then, systems began scaling out to multiple cores. In 1986, Tsukerman et al. FastSort [36] sorted 1M records in 3600 seconds with 2 cores. In 1989, it took Baugsto et al. 180 seconds with 16 cores, and 40 seconds with 100 cores [9]. In 1993, Nyberg et al. sorted in 7 seconds using AlphaSort [31] with 3 cores.

When the single-server limit was reached, they started using multiple servers connected by the network. In 2002, Popovici et al. [33] sorted in 440 milliseconds with 32 servers, each with two P3 CPUs. Then, they started using racks of servers, but optimized for throughput, not latency. In 2009, Hadoop used 3,452 nodes with 2 quadcore CPUs each [39]. In 2016, TencentSort [17], the current record holder of the GraySort "Daytona" (sorting throughput category) used 512 nodes with 20 cores each. These large scale systems were trading-off latency in favor of throughput. Recently, MilliSort [27] tried pushing the limits of large-scale, fast (low-latency) sorting, by using RAMCloud, a high performance networking subsystem. They achieved an impressive speed-up with finer granularity: they sorted 1M records in 1ms using 2,240 cores. But they were fundamentally limited by Amdahl’s law. When MilliSort’s cost of network communication (using RAMCloud with a 5µs RTT) dominated the runtime, they could no longer decrease the size of compute tasks, limiting the scale-out.

The networking community has been working to reduce

---

1 Sorting accounted for a quarter of computing time in 1984 [42].
the communication overhead. Recently we have seen several
designs that reduce latency, especially at the end-host, which
is responsible for most of the of the latency [10]. By opti-
mizing the software stack using currently available network
cards (NICs), eRPC [20] reduces the wire-to-wire latency to
850ns. NeBuLa [40] presents a hardware design that delivers
packets straight from the NIC to the CPU L1 cache, with
a latency of 100ns. These systems bring two main benefits:
lower overhead and reduced latency. To reduce the mean and
tail latency, the nanoPU [16] offloads the entire RPC stack
to NIC hardware and provides a dedicated fast path directly
between the network and CPU register file. The nanoPU’s
wire-to-wire round-trip latency through a core is just 69ns
with almost no additional tail latency.

Generally, we decide to stop increasing parallelism when
the limits of the underlying communication system are
reached. For example, MilliSort reached this limit with 2,240
cores. Since the nanoPU has reduced the communication
latency by an order of magnitude, from microseconds to
nanoseconds, it may be able to push the limit further. We
now have the opportunity to take granularity to a new ex-
treme. This raises the question: if we had an infinite number
of cores, how much of a speed-up would we get?

When communication latency is on the order of micro-
seconds, the workload takes O(ms). For example, with a RTT
of 5µs and 10 communication steps, the cost will be 50µs,
not even including the compute time. If the communication
latency is reduced to nanoseconds, will workloads complete
within microseconds?

Using a network stack with low communication over-
head is essential, but not the sole requirement to enable fine-
granularity and massive parallelism. An application must be
amenable to parallelization, particularly, it must be possible
to split the application into fine-grained tasks.

Increasing granularity to the extreme presents three main
challenges. First, we have to shrink the task size as much as
possible, but not too small, as it will have to pay the price of
constant overheads. Also, as tasks get smaller, we need more
parallel tasks, which increases the amount of communication.
Second, the tasks work dependency graphs must be structured
in such a way to maximize system utilization. If tasks have
too many dependencies, they may spend too much time wait-
ing, reducing the overall parallelism. Third, the load must
be evenly distributed across cores. This is especially impor-
tant for sparse workloads, which are unpredictable, so must
be partitioned in such a way to reduce variance. Otherwise,
imbalanced partitioning will lead to some tasks becoming
stragglers.

We believe that there are two key ideas for addressing these
challenges of granular computing: reduce overhead and use
efficient algorithms. New low-latency, predictable networking
stacks, are essential for reducing the overheads. This enables
tasks to send and receive many small messages, enabling
finer granularity. It is also necessary to design algorithms
that overcome the imbalance of partitioning the data, as well
as structuring the communication, to reduce the length and
duration of the critical path in the work dependency graph.

To demonstrate how these key ideas can push the limits on
fine-grained computing, we explore the problem of distrib-
uted sorting. Sorting is a good problem to study because:
it is a familiar problem that is well understood and easy to
describe [6]; it is industrially applicable, from analytics to
graphics; and its unpredictable nature makes it non-trivial
to implement as a distributed algorithm that stresses system
resources [35].

We designed a new sorting algorithm, NanoSort. NanoSort
runs on a cluster with tens of thousands of nanoPU cores using
efficient communication patterns, which minimize runtime
variance. The nanoPU provides very low overhead communi-
cation with just 69ns wire-to-wire latency. Such low overhead
makes it possible for NanoSort to use very small tasks, on
the order of 100s of nanoseconds. The NanoSort algorithm is
recursive, so it breaks the problem into smaller sub-problems
in each iteration. By fanning out quickly, the critical path (the
depth in the work dependency graph) is minimized, reduc-
ing the overall runtime. The nanoPU’s predictable latency,
together with NanoSort’s partitioning, minimizes the variance.
The predictable latency ensures tasks complete in time, while
the balanced partitioning balances the work across all the
tasks.

To see whether NanoSort can scale, we used hundreds of
Amazon EC2 instances to run cycle level simulations of thou-
sands of nanoPU cores. We ran the GraySort 1M sorting
benchmark, which measures the end-to-end time to sort 1M
records. Using 65,536 cores, NanoSort sorts 1M records in
68µs, which is an order of magnitude faster than MilliSort’s
1ms record.

Overall, we make the following contributions:

- Explore the design space for distributed algorithms to effi-
ciently use new low latency communication stacks;
- Introduce NanoSort, a sorting algorithm designed for low-
latency, fine-grained computing; and
- Perform a large scale, cycle level simulation of NanoSort
sorting 1M keys in 68µs, an order of magnitude faster than MilliSort’s
1ms record.

The rest of the paper is structured as follows. The next sec-
tion provides background on existing network stacks and new
low latency network stacks. Section 3 explains how workloads
can be restructured for even finer-grained tasks. Sections 4
and 5 describe the design and implementation of our new sort-
ing algorithm, NanoSort. Section 6 evaluates the parameters
that affect fine-grained computing, as well as a large scale
simulation of NanoSort.
The nanoPU is a hero experiment intended to push the performance limits of the host network stack. It is designed to minimize average and tail latency as well as the CPU overhead associated with network communication. By doing so, it enables applications threads on remote cores to communicate efficiently schedule network requests and application threads across cores. The authors of eRPC [20] demonstrate that it is possible to achieve very low latency RPCs using commodity NICs by leveraging a number of clever common case optimizations. Many commercial NICs include support for remote direct memory access (RDMA) which enables low latency by performing zero-copy communication between application buffers on remote systems and by offloading the transport layer into NIC hardware. Another approach to optimize communication performance is to design new datacenter transport protocols. NDP [15] and Homa [28] are two recent datacenter transport protocols that achieve low latency communication by leveraging receiver-driven solicitation, and in-network support for packet trimming and priority queueing. One of the most promising and ambitious approaches we have seen to optimize communication performance is to integrate the CPU and NIC, thus bypassing PCIe. NeBuLa [40] and the nanoPU [16] are two such systems that take this approach. The nanoPU is able to achieve a wire-to-wire latency of just 69ns, with very little variance, and each core is able to process over 100M requests per second. While the nanoPU is a research prototype, we choose to use it as a platform for fine-grained computing because we believe its performance characteristics are representative of future datacenter network infrastructure. Additionally, an open source nanoPU prototype is readily available [29] and can be used to implement large scale application on Amazon cloud. The following section describes some of the key characteristics of the nanoPU that allow it achieve such high performance.

### 2.1 nanoPU Background

The nanoPU is a hero experiment intended to push the performance limits of the host network stack. It is designed to minimize average and tail latency as well as the CPU overhead associated with network communication. By doing so, it enables applications threads on remote cores to communicate quickly and predictably at high message rates. The nanoPU “fast path” uses a novel approach to deliver data directly between the network and the CPU register file - bypassing PCIe, and the memory hierarchy entirely. In order to minimize tail latency, the nanoPU fast path implements the network stack’s key resource scheduling decisions in efficient hardware: (1) load balancing of network messages across cores and (2) scheduling of application threads on cores. Furthermore, the nanoPU implements latency-optimized network transport protocols in programmable hardware thus reducing the CPU overhead associated with network communication. Additionally, the nanoPU’s simple two-register interface enables applications to send and receive small messages at very high rates.

### 2.2 nanoPU Loopback Communication

<table>
<thead>
<tr>
<th>System</th>
<th>Median latency (ns)</th>
</tr>
</thead>
<tbody>
<tr>
<td>eRPC</td>
<td>850</td>
</tr>
<tr>
<td>NeBuLa</td>
<td>100</td>
</tr>
<tr>
<td>nanoPU</td>
<td>69</td>
</tr>
</tbody>
</table>

Table 1: Median wire-to-wire loopback latency for three end-host network stacks.

### 2.3 nanoPU Overheads

Current systems have tasks (e.g. RPCs) that run for hundreds of microseconds [4, 8, 14, 19, 32]. One reason for long-lived tasks is to justify the communication cost of invocation: if it takes microseconds [20] to invoke the task, it should run for microseconds to amortize the communication cost.

As the communication latency and overhead decrease, it is worth farming out smaller, shorter-lived tasks. With the 69ns wire-to-wire communication latency of the nanoPU, tasks only need to run for hundreds of nanoseconds to amortize the communication.

A time budget on the order of hundreds of nanoseconds may seem too short to perform useful work for an application, especially on a general purpose CPU. Figure 1 shows examples of common operations and tasks that complete within 1µs on a 3.2GHz in-order RISC-V Rocket core. When data is cache resident, which is the case for many of those operations, most of the time is spent on “useful” compute cycles, instead of waiting for memory I/O. Alone, a single small task may not be able implement a meaningful application. However, together, thousands of fine grained tasks can execute a large job, harnessing the aggregate CPU cycles and cache bandwidth.

There are two main benefits of using fine-grained tasks. First, by breaking a large job into smaller pieces, it is possible to increase parallelism. It lets us re-shape the compute core-
hours: we can run the same number of core-hours in less time, going from “deep” to “wide”. Second, the compute resources can be scaled to the precisely match the size of the job: we can allocate compute at the granularity of cores or threads, instead of servers or entire racks.

Parallelism doesn’t come “for free” though. Job completion time depends on the depth of the task dependency graph, which is a graph of the communication pattern between the tasks defined by the algorithm (e.g., Figure 3). The deeper the graph, the longer the execution. To reduce the execution time, the graph can be reshaped to be shallower and wider. Wider means more parallelism is possible, which requires smaller compute tasks. In turn, it requires more communication, so it is essential that the communication overhead be low. The width and depth of the dependency graph determine the amount of communication as well as the size of the tasks.

3.1 A Simple Example: MergeMin

To illustrate the performance implications of a dependency graph’s width vs. depth, we present a simple example: finding the minimum value from a list of numbers. This could be done sequentially, scanning the numbers while keeping a running minimum. However, as we can see in Figure 2 this is limited by the processing speed of a single core, which in turn is limited by the I/O throughput, or cache misses (Figure 2b).

By using more workers, this process can be parallelized. It cannot be fully parallelized, however; it requires some communication between the workers to merge their minimum values. This can be done using a merge tree, as shown in Figure 3. At each level in the tree, a worker receives the minimum value of one or more other workers; in turn, the worker merges these minimums, and passes it down the tree.

This is repeated until reaching the root of the tree, where a single worker merges the final minimum values. There are two extremes of this merge tree: either very deep, or very shallow. This determines the “incast”: the number of values that are received and merged at each level in the tree. A very shallow tree has large incast. This increases the latency for each level of tree, because the merger worker has to receive and process more minimum values. A deep tree has smaller incasts, so each level is faster, but there are more levels. As we can see in Figure 4, there is a trade-off between width and depth, which has sweet spot with an incast size of 8.

The runtime depends on the choice of two parameters: the granularity (i.e. the amount of work per worker, the inverse of the number of workers), and the depth of the tree (determining the incast size). The two parameters cannot be chosen independently. For example, if the granularity (number of workers) is increased, the tree becomes wider. This will cause the tree to become deeper, unless the incast size is increased.
3.2 Building Applications with Fine-Grained Tasks

Although many applications are amenable to being implemented with granular computing, applications that have real-time latency requirements benefit the most from fine-grained tasks. In some cases, such as interactive systems, it is more important to provide a result in a timely fashion, rather than optimize resource utilization (efficiency, throughput). Applications that have these requirements, and that are highly parallelizable, are the best suited for granular computing.

Fine-grained computing is an especially good fit for interactive applications, like real time data analytics and graphics processing. Stream processing systems like Spark ingest large amounts of data and must quickly produce a result. Many of its basic operations, like mapping (transforming) and reducing (merging) data are easily parallelizable. Graphics processing, like ray tracing, also has many operations that can be parallelized. For example, constructing the bounding volume hierarchy (BVH) requires sorting the objects in the scene. Web search also has interactive requirements, and can be executed with fine-grained tasks using set algebra operations [16].

Many of these applications exhibit the Map Reduce [11] pattern, which is is a natural fit for granular computing. The first step is to transform the input data, which can generally be done independently, in parallel, by all the nanoTasks running on different cores. The reduce step, however, requires coordination among the cores. The design of the reduce (merge) has important implications for how the granular program is implemented.

It is essential not only to minimize the size of individual tasks, but also the critical path through the dependency graph. This requires the granular program to follow some design principles:

- Asynchronous communication. Tasks should not block waiting for responses after sending out a message. It is better to use the “fire and forget” communication model and build synchronization into the algorithm.
- Decentralized decision-making. Workers should make decisions without a global coordinator, which could become a bottleneck in the task dependency graph. This also allows multiple threads to progress through the dependency graph in parallel.
- Tiny tasks. Each task should be as small as possible and entirely cache-resident.
- Even load distribution. In expectation, all tasks should process the same amount of data and send/receive the same amount of messages, independently of the workload.

Some of these guiding principles may seem obvious, but there are some nuances when actually implementing them. In the next section we discuss how they can be applied to a specific application: sorting.

4 NanoSort Design

Over the years, the requirements and constraints faced by sorting algorithms have continued to evolve [1, 6, 23, 42]. In the early days, sorting was CPU bound, which was suitable for algorithms that do arbitrary comparisons (e.g., InsertionSort, BubbleSort, QuickSort). Then, it was limited by disk, so external sorting algorithms were designed to optimize I/O (e.g., reducing disk seeks [11]). More recently, as sorting has scaled out to clusters [17, 35], distributed systems have adopted various forms of BucketSort [42].

MilliSort is a bucket based sorting algorithm that minimized network communication by dividing the algorithm into two parts: partitioning and shuffling. During partitioning, a subset of the nodes pick bucket boundaries, which are disseminated to all other nodes. During the shuffle, the boundaries are used to route records to the final node which is responsible for a bucket.

These distributed sorting algorithms like MilliSort were designed to minimize communication, in order to avoid network overhead. Now that systems like the nanoPU provide low-overhead communication, it is no longer necessary to minimize communication. It may be actually beneficial to communicate more. In the next section we describe the high-level design of such an algorithm that takes advantage of cheap communication.

4.1 Extremely Granular Sorting

There is no black-box way to convert an existing algorithm into one that can be efficiently run on the nanoPU; to some extent, the algorithm must be designed from scratch with an eye towards balancing the per-node compute and communication times. Nevertheless, this algorithm design problem need not be daunting. In the case of nanoSort, we arrived at a simple and natural modification of quicksort, guided by the following general design principles of minimizing unnecessary communication and exposing high-level “dials” (or “knobs”) that tune the tradeoff between compute-per-node and communication.

We now describe nanoSort. For the sake of simplicity and clarity, throughout we assume that the set of keys are all distinct. By design, all operations in nanoSort are comparison-based, and hence the execution depends only on the relative ordering of the keys, as opposed to their actual values. For this reason, the runtime will not depend on the distribution of the underlying keys (e.g. uniformly distributed, vs clustered/heavy-tailed, etc.).

NanoSort is a clean, recursive sorting algorithm that is a variant of quicksort. At each level of recursion, the goal will be to split up the set of keys into $b$ “buckets” such that: 1) all the keys in bucket $i$ are less than those in bucket $i+1$, and 2) the number of keys assigned to each bucket is roughly equal for all buckets. We will then recurse on each bucket.
Crucially, after a given step of recursion, no communication will be required between nodes corresponding to different buckets.

To motivate the specific design decisions (beyond simply setting the parameters such as the number of buckets at each level of recursion, \( b \), and the average number of keys per node), we briefly discuss key considerations.

### 4.2 Balanced Buckets and Balanced Nodes

As with any variant of quicksort, one hopes that at each step of recursion, the number of keys assigned to each bucket is fairly uniform, since larger buckets would require either deeper recursion or more time per step of recursion. Beyond this, in our distributed setting, if some buckets are much larger than others, we would need to ensure that the number of nodes allocated to a given bucket is proportional to the number of keys in the bucket. If that were not the case, if each of the \( b \) buckets corresponded to the same number of nodes, then nodes corresponding to buckets with more keys would end up incurring significantly more incasts. Combined with the greater number of recursive steps, this would be especially debilitating. Of course, to ensure that a bucket is allocated a proportional number of nodes would require counting (exactly, or approximately via sampling) the number of keys in each bucket.

To avoid these complications that would come with significant variation in the bucket sizes at each level of recursion, we opt to expend slightly more communication to ensure fairly uniform buckets. This is achieved via a two-pronged approach. First, we ensure that the bucket sizes will be tightly concentrated about their expectations—namely that we will not expect much variation due to randomness in the execution of the algorithm—and then we are careful to ensure that the expected size of all buckets are equal at a given step of the recursion. The first step is accomplished via a “median-tree” that approximates the median while being fairly communication efficient. The second step uses no additional communication but requires some care. We describe these two components below.

For concreteness, suppose our goal is to define \( b = 10 \) buckets by selecting \( b - 1 \) “ pivots”, \( p_1 \leq p_2 \leq \ldots \leq p_9 \). A naive and communication-efficient way to select these pivots is simply to select 9 pivots uniformly at random (without replacement) from the set of keys. This scheme has the fortuitous property that the expected quantile of \( p_i \) is exactly \( i/10 \) (for example, in expectation, \( p_2 \) will be larger than 20% of the keys). The variance of the quantiles of these pivots and hence the variance of the corresponding bucket sizes), however, is problematic. Indeed, there is a good chance that the largest of the resulting buckets would have more than twice as many keys as the smallest.

This issue is easy to fix in a communication-cheap manner via a median-tree. Suppose we have \( N \) nodes that each receive 9 uniformly random keys, and let \( p^j_i \) denote the \( i \)th smallest key received by the \( j \)th node. If we define \( p_i = \text{median}(p_1^i, \ldots, p_N^i) \), then the variance of the quantile of \( p_i \) is \( O(1/N) \), corresponding to a standard deviation of \( \approx 1/\sqrt{N} \). This could be made arbitrarily small by choosing \( N \) to be large, though at the expense of significant communication in the computation of the median. Instead of computing the median exactly, we approximate the median via a median tree: for example, if \( N = 10^2 \), we can partition the \( N \) nodes into sets of 10, and have each set of 10 report their medians to a designated node, which then aggregates the 10 reported medians (one from each set) by taking the median. Similarly, for \( N = 10^3 \), a similar mechanism will result in the median-of-medians-of-medians, requiring only 3 rounds of communication. This sort of trick maintains much of the accuracy of the overall median, while reducing the communication from linear in \( N \), to logarithmic. The issue with the above strategy, is that the expected sizes of the buckets is no longer equal. If a node receives 9 keys drawn uniformly at random from the pool of keys, it is the case that the expected quantile of the smallest received key is 10%. If, however, we have \( N \) nodes that each receive 9 keys drawn uniformly from the set of keys, then the expected quantile of the median of the smallest keys that each node received is not 10%, but \( \approx 7.5% \). Phrased differently, if we let \( D \) denote the distribution corresponding to the quantile of the smallest key in a set of 9 keys chosen uniformly at random from the entire set of keys, then the expectation of \( D \) is exactly 10%, but the median of \( D \) is \( \approx 7.5% \). This discrepancy between 10% and 7.5% means that the bucket corresponding to keys that are at most \( p_1 \) would be 25% smaller than we would hope. After multiple rounds of recursion, this discrepancy is compounded multiplicatively with each recursion.

To fix this issue, we simply need to take into account that we are concerned with the median, rather than the expectation. For example, suppose \( N \) nodes each receive 9 keys drawn uniformly at random from the set of keys, and the \( i \)th node sets \( p_i \) to be its smallest key with probability \( 0.8 \) and its second smallest key with probability \( 0.2 \), then the expected quantile of the median of these \( N \) numbers is \( \approx 10% \). Analogous modifications can similarly be made for the remaining buckets. In this way, our algorithm is able to “fix” the expected quantiles of all the bucket sizes in this manner. Figure 5 illustrates the expected bucket sizes for the naive pivot selection, and two other protocols.

The PivotSelect routine described below gives our specific instantiation of this approach for the setting we implemented where the number of buckets is 16.

Below we provide a more formal description of nanoSort. We will require the number of nodes at our disposal to be a power of the number of buckets that is used at each level of our quicksort-like recursion.
We implemented granular computing applications, including NanoSort, as nanoPU programs. In this section we describe how we implemented the programs and the simulation cluster that we use in our evaluation (Section 6).

5 Implementation

We implemented granular computing applications, including NanoSort, as nanoPU programs. In this section we describe how we implemented the programs and the simulation cluster that we use in our evaluation (Section 6).

5.1 nanoPU FireSim Simulation

The nanoPU is a SoC that extends the open-source RISC-V Rocket-Chip SoC generator [5]. The Rocket core is a simple five-stage, in-order, single-issue processor. We use the default Rocket core configuration: 16KB L1 instruction and data caches, a 512KB shared L2 cache, and 16GB of external DRAM memory.

We use the Verilator [41] cycle-accurate simulator running on top of FireSim [21]. FireSim enables us to run large-scale, cycle-accurate simulations with tens of thousands of nanoPU cores using AWS EC2 instances [2]. We simulate a target clock rate of 3.2GHz—all reported results are in terms of this target clock rate. The simulated servers are connected by switch models implemented in C++ running on the AWS x86 host CPUs.

We used the same network topology for all experiments, except for where noted otherwise. We used a two layer full-bisection topology with 200Gbps links. Each leaf switch has 64 downlinks to nanoPU NICs, and 64 uplinks to core switches. The link latency is 43ns and the switching latency is 263ns.

For our large-scale simulation, we ran 65,536 nanoPU cores using 264 EC2 instances. Of the instances, 256 simulated the nanoPU and leaf switches, while 8 instances simulated the spine switches.

The original FireSim uses AWS F1 instances to accelerate the simulation with FPGAs. Running a simulation at this scale with AWS F1 instances would be prohibitively expensive. We found that the NanoSort execution time is so short, that it is not worth the overhead of provisioning and flashing the FPGA. Instead, we used cheaper general-purpose AWS compute instances running the Verilator software-based simulator. This required significant changes to FireSim, which we are contributing back to the community.

5.2 Applications

We implemented microbenchmarks, MilliSort and NanoSort programs in C using the nanoPU’s register-based communication API. All the programs rely on common code for initialization and communication, as well as for the sort benchmark.

Communication A common property of both algorithms is that they have “phases” or “steps”. Cores do not progress through the steps in lockstep, so cores may be in different steps from each other at the same point in time. Thus, a core may receive messages for a subsequent step before it has completed its current step. This requires reordering messages, so that messages for the current step are processed before the subsequent step.

Ideally the NIC would provide a reordering mechanism to ensure that messages for the same step are delivered together. This behaviour could be approximated by associating each

PivotSelect (16 Buckets)

Input parameters: \( n = \text{number\_keys\_at\_node}, \text{num\_buckets} \).
Output: 15 pivots \( p_1 \leq p_2 \leq \ldots \leq p_{15} \).

1. Sort the \( n \) keys \( k_1 < k_2 < \ldots < k_n \).

2. If \( n = 16 \): With probability \( 1/4 \) select 15 pivots uniformly at random without replacement from \( k_1, \ldots, k_{16} \) and return them (sorted). With probability \( 3/8 \) return \( k_1, k_2, \ldots, k_{15} \), and with probability \( 3/8 \) return \( k_2, k_3, \ldots, k_{16} \).

3. If \( n < 16 \): Select \( 16 - n \) keys uniformly at random from \( \{k_1, \ldots, k_n\} \) and duplicate them to form a list of 16 keys, then select pivots as in the \( n = 16 \) setting.

4. \( n \in \{17, 18, \ldots, 31\} \): Select a subset of 16 keys uniformly at random, and run the \( n = 16 \) protocol.

5. \( n = 32 \): With probability \( 1/2 \) return the keys indexed by the set \( \{1, 3, 6, 8, 10, 12, 14, 16, 18, 20, 22, 24, 26, 27, 29\} \), and with probability \( 1/2 \) return the keys indexed by the set \( \{4, 6, 7, 9, 11, 13, 15, 17, 19, 21, 23, 25, 27, 30, 32\} \).

6. \( n > 32 \): Select a subset of 32 keys uniformly at random, and run the \( n = 32 \) protocol.
NanoSort
Input parameters: num_keys, num_buckets, num_nodes = num_buckets'.

Initial Step—Random Shuffle: After this step, the keys will be randomly partitioned among the nodes subject to each node having num_keys/num_nodes keys.

1. If num_nodes = 1 then sort the keys
2. Otherwise (ie num_nodes = num_buckets' for r ≥ 1):
   • For each node i, it sorts its keys, and extract a list of b − 1 pivots p_i^1 ≤ p_i^2 ≤ ... ≤ p_i^{b−1} from its set of keys via the PivotSelect routine.
   • Pivots p_1,...,p_{b−1} are selected via b−1 median-trees, where the jth median tree aggregates the p_{i,j}'s computed by each node to compute p_j. The in-cast (ie fan-in) and depth of the median-tree are chosen appropriately to balance the compute time and the variance-reduction.
   • The pivots p_1,...,p_{b−1} define b buckets (the first bucket consists of values less than p_1, the next consists of values between p_1 and p_2, etc.) The pivots are broadcast to the nodes, and the nodes are partitioned into b equal sized sets (the first num_nodes/b nodes are in one set, etc). Every node sends each of its keys to a uniformly random node in the appropriate bucket: for each key, if it is in bucket i, it is sent to a node chosen uniformly at random from the nodes in the ith partition.
3. Recursively apply the algorithm (starting at Step 1) to each of the b buckets.

Sort benchmark We perform the sorting according to the GraySort benchmark [39]. Just like in MilliSort’s implementation [27], the cluster is pre-loaded with the sorting records before starting the benchmark. The benchmark specifies that each record be 100 bytes (a 10-byte key and a 90-byte value). In order to have all the data aligned to 8-byte words for the RISCV architecture, we deviate slightly from the specification by using 104-byte records (8-byte key and 96-byte value). The data on each core is structured with all the keys in a contiguous block of memory, followed by all the values, in corresponding order. When cores exchange keys, they also include the original core ID of each key. This way, after all the keys are sorted, the cores know where to find the original record (including the value) for each of their keys. At the end of the benchmark, the records are redistributed across the cores in the cluster, with the keys and values in sorted order in separate, contiguous memory regions.

5.3 Multicast Support
Although current commodity switches support multicast replication, they do not ensure reliable delivery. Naively layering reliability on top of multicast is not so straightforward though, as it leads to scalability problems such as the ACK implosion problem [26], where the sender is flooded with an incast of acknowledgement messages. However, promising results in recent efforts [37] on in-network aggregation of ACKs suggest that efficient reliable multicast is a not-so-distant reality.

Thus, since we believe it is reasonable to assume that the network can provide reliable multicast, we extended FireSim’s software switch to provide reliable multicast. When a switch receives a multicast packet, it caches it before replicating it to all members of the multicast group. The cached packet can then be sent in response to a NACK or a timeout.

6 Evaluation
We evaluate the conjecture that with lower communication overhead, it is worth farming out small pieces of compute. Our main research questions are:

• With low communication overhead, what are the smallest tasks possible?
• What is the importance of network characteristics, like latency, tail latency, and group communication?
• Can large-scale extreme granular computing speed-up an application like sorting?
We first run some microbenchmarks to measure the effect of parameters on the cost of performing small operations locally, as well as sending and receiving messages. Then, we show how these parameters are used in the design space of sorting algorithms.

6.1 Microbenchmarks

In this section we explore the parameters that are necessary for minimizing the granularity of tasks. This includes the cost of local compute, as well the overhead for various communication patterns. These determine the ratio between compute and communication. We use this to answer the question: how does the compute/communication ratio affect application runtime?

We ran experiments to evaluate the MergeMin example described in Section 3.1. Examining this simple example helps us understand the parameters in the design space, before examining the more complex NanoSort algorithm in the next section.

First, we measure the individual parameters used for the compute ratio: we look at the runtime for local operations (finding the minimum value and sorting), and communication operations (receiving/sending messages).

Figure 6 shows the time for a single RISC-V core to find the minimum from a list of integers. The min operation is not compute bound (it consists mostly of comparison operations), but it is limited by the I/O, as we can see from the cache miss rate in Figure 2b. It takes 18us to find the minimum of 8,192 values. This is clearly too long for a nanoTask that should complete within hundreds of nanoseconds.

By using many cores in parallel, we can leverage the aggregate I/O from all the cores’ caches. Ideally, with 64 cores, it should take $\frac{18}{64}$ of 18us (281ns) to find the minimum value. However, this does not include communication. When structuring communication using the merge tree described in Section 3.1, we must consider the overhead for each core to receive messages.

Figure 6 shows the time for a single nanoPU core to receive an increasing number of messages of various sizes. It takes about 8ns to receive a single 16-byte message, and 400ns to receive 64 messages. If one core were to receive and the min values from 63 other cores, it would take about 400ns.

Figure 4 shows that there is a sweet spot for the number of values to merge at each level of the merge tree. At one extreme, with an incast of 1, the tree reduces to a straight line (see Figure 3) where the runtime is dominated by propagation delay. At the other extreme, with an incast of 64, the runtime is bottle-necked by a single core receiving and merging all the values. With an incast of 8, the tree has two levels, which is the right trade-off between tree width and tree height: it finds the minimum value in 750ns.

Although MergeMin is a simple example, it provides insights into the design space and the parameters that affect performance. It is important to carefully find the appropriate balance of communication and per-core computation. We must keep this in mind when considering the design of more complex applications, as we will describe in the next section with sorting.

6.2 Sorting Benchmark

We evaluate the effect of the parameters described above on the performance of distributed sorting algorithms. We start with a microbenchmark for sorting keys locally on a single core, then we evaluate an existing distributed sorting algorithm, MilliSort. Finally, we evaluate parameters in the design space of NanoSort, and present results from large scale simulations with 65,536 cores in the next section.

6.2.1 Local Sort

Figure 8 shows the time for a single RISC-V core to sort an increasing number of keys (integers). Each point is the average of 10 runs. We cleared the cache before each run, so that they would all experience the effects of the cache hierarchy. It takes over 30us to sort 1,024 keys, which is too long for a nanoTask. The appropriate number of keys for a nanoTask appears to be at most 64 keys.

6.2.2 MilliSort

Figure 9 shows the time for MilliSort to sort an increasing number of cores with 16 keys per core. The partitioning phase of the MilliSort algorithm picks the boundaries for each of the final buckets, which equals the number of cores; the more cores, the more bucket boundaries to pick. Thus, MilliSort’s partition time increases with the number of cores, causing it
to scale poorly to hundreds of cores. As we see in Figure 9, MilliSort’s runtime jumps from 61us with 64 cores, to 400us with 256 cores.

To decrease MilliSort’s runtime, we tried varying its key parameter: the “reduction factor”, which controls the number of pivot sorters per core (essentially, the incast). Figure 10 shows that increasing MilliSort’s reduction factor causes a slowdown. This is because each pivot sorter must process a larger incast.

6.2.3 NanoSort

We evaluate the effect of NanoSort “knobs”, as well as the importance of network characteristics, including low switching latency, low tail latency and multicast support. Finally, we show the NanoSort runtime using 65,536 cores.

Tuning NanoSort knobs. Section 4 describes “knobs” that affect the performance of NanoSort: the bucket size, keys per core and total number of cores.

We ran NanoSort with a varying number of buckets, and fixed number of cores and keys per core. Figure 11a shows that with 4,096 cores and 32 keys/core, using 4, 8 or 16 buckets has similar performance. This is despite the fact that they generate different amounts of network traffic (Figure 11b). This is because, as shown with the microbenchmarks in Section 6.1, there is a trade-off between the tree depth and width.

We ran NanoSort on 4,096 cores with an increasing number of keys, as shown in Figure 12. As the number of keys increases along the x-axis, as does the number of keys per core (e.g. 16K keys uses 4 keys/core, and 262K keys uses 64 keys/core). The runtime seems to increase linearly, which
As the total number of keys increases, the maximum skew of the final buckets decreases (Figure 13). This is because the keys per core increases, so each core has better “visibility” of the distribution, and is able to pick better medians for the bucket boundaries.

Switching latency. Figure 15 shows the effect of the switching latency on NanoSorting 1K keys with 64 cores. As expected, as the switching latency increases, so does the runtime. This is because the cores spend more time idling, waiting for messages, as we can see in Figure 15b.

Tail latency. Not only is the minimum communication time (switching latency) important, but also the tail. We ran NanoSort on 256 cores with 131K keys, and injected an additional latency to 1% of messages (i.e. the 99th percentile tail latency). Figure 14 shows how increasing this 99th percentile latency affects runtime. With a p99 latency of 4000ns, NanoSort takes 53µs, double the baseline time of 26µs. When so many messages are sent (38K messages in this experiment) it is inevitable that the tail latency will be experienced. This demonstrates that it is crucial that the latency of the tail be minimized.

Multicast support. We ran NanoSort on 4,096 cores with and without multicast support in the network. Without multi-

6.3 Datacenter-Scale NanoSorting

To see whether NanoSort can scale to thousands of cores, we ran a large scale simulation of 65,536 nanoPU cores using 4,224 AWS EC2 vCPUs. We measured the time for NanoSort to sort 1M keys (16 keys per node and 16 buckets). Of 10 runs, all took less than 78µs, with an average time of 68µs (4.127µs standard deviation). For comparison, this is an order of magnitude faster than MilliSort running on a HPC cluster, which sorts 0.9M keys in 1ms [27]. The state of the art sorting algorithm for multicore systems, IPS4°, sorts 1M keys in 2ms [7].

Execution breakdown Figure 16a shows the distribution of time spent on each stage for all the cores. We can see that there is some variance, but it is modest. The first stage (level of recursion 0) is the fastest. It also has the least variance, because all the workers start at the same time, have exactly the same number of initial keys, and perform the same operation (send/receive each key). The variance in the other stages is not due to compute time, but the time the core spends idle, waiting for messages from other cores (possibly still in previous stages). Figure 16b shows the distribution of idle times for the cores on each stage. There is less variance in idle time in the first stages. In the last stage, shuffling, the cores are
Table 2: Per-core efficiency comparison. The throughputs are measured from sorting different numbers of records on each system:
1M with NanoSort, 26M with MilliSort, 10B with TencentSort and CloudRAMSort.

<table>
<thead>
<tr>
<th>CPU</th>
<th>Cores</th>
<th>SMT</th>
<th>1M sort (µs)</th>
<th>Tput (records/ms/core)</th>
</tr>
</thead>
<tbody>
<tr>
<td>NanoSort</td>
<td>RISC-V Rocket @ 3.2GHz</td>
<td>65,536</td>
<td>1</td>
<td>68</td>
</tr>
<tr>
<td>MilliSort</td>
<td>Xeon Gold 6148 @ 2.4GHz</td>
<td>2,240</td>
<td>1</td>
<td>1000</td>
</tr>
<tr>
<td>TencentSort</td>
<td>IBM POWER8 @ 2.9GHz</td>
<td>10,240</td>
<td>8</td>
<td>N/A</td>
</tr>
<tr>
<td>CloudRAMSort</td>
<td>Xeon X5680 @ 2.9GHz</td>
<td>3,072</td>
<td>2</td>
<td>N/A</td>
</tr>
</tbody>
</table>

Distributed sorting algorithms. Parallel sorting algorithms were designed for multi-core systems, and were initially limited by disk I/O [1,42,43]. AlphaSort [31] addresses this bottleneck with cache-sensitive external sort. Various sampling-based techniques have been proposed for sorting on a single machine: IPS$^0$ [7] describes a distribution sort optimized for multi-core machines and LearnedSort [24] creates a hierarchcal model to determine bucket boundaries. Manycore GPUs can be used to accelerate radix and merge sorts [38]. Some systems are designed for high-throughput (as opposed to low-latency): CloudRAMSort [22], TritonSort [35] and TencentSort [17] perform large scale sort using hundreds of machines.

Low-latency communication. eRPC [20] reduces RTT with off-the-shelf NICs. The nanoPU [16] and NeBULA [40] prototype new low-latency NIC/CPU codesigns. While NeBULA delivers messages to the cache, the nanoPU delivers messages straight to the CPU register file, with has a lower latency. Shinjuku [19], Shenango [32] and Zygos [34] explore OS scheduling to reduce request latency.

Granular computing. Our work addresses the questions raised by Lee et. al in their position paper on granular computing [25]. Other work has investigated increasing parallelism [12,13,18] for interactive applications and for handling “bursts”, like millisort [27].

8 Conclusion

The datasets processed by real-time systems is growing in size. If they are to continue providing interactive results, they must scale out, increasing parallelism and in turn, granularity. As granularity increases, the communication overhead and coordination dominates the processing time. We show how new network design and new algorithms can be leveraged to reduce the communication overhead and scale out with the dataset.
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